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Atos: A leader in HPC, Quantum and Al

#1 in Europe

EuroHPC

Jaint Undertaking

Y 10 5 out of 7 wins announced

BullSequana XH3000 : any scale up to Exascale

Nimbix Supercomputing Suite: as a-service model
ThinkAl : Address large-scale Al deployments

Quantum Learning Machine : penetrate to NA; IQM partner
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Exascale is imminent, cloud is a reality
The market is moving fast

Exascale is imminent
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Atos Strategy

Accelerated hybrid computing, anywhere you want to run

(O Bullsequana XH3000 8:45 - 9:15
Accelerated
hybrid computing

(© Quantum Learning Machine E.Eppe & C.Bourrasset

(O ThinkaAl

AT BT L 9:15- 9:30
want to run (©Nimbix Supercomputing Suite S Hebert
Customer ﬁﬁ@ Inspiring customer stories 9:30 - 9:45
' empowering scientific breakthroughs A. Grant
Stories
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02. Accelerated Hybrid
Computing

E.Eppe
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Our Exascale strategy
The future of supercomputing is hybrid

A o,.
Higher Performance > ‘ 500
Lower Carbon &
footprint >

Global

_ efficiency
Sovereignty > at scale

Accelerated
Hybrid
Computing

Al Optimized
System
efficiency &
availability
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What options do we have for an Exascale SuperComputer ?
1000X more flops or a more efficient time to solution?

2023-2025: with next generation GPUs

0.011

ExaFlops < 20 ~1ExaFlop
MW
1 ~ 120+ Racks
Rack

More flops option
A 1000X more flops

MORE A Not energy savvy

FLOPS

Better efficiency option

A Better time to solution

LESS MORE A Energy savings
FLOPS SOFTWARE A Cost savings
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Al speed up Weather Numerical Prediction models

1. ECMWEF IFS parameterization of non orographic gravity waves (NOGWD)

Physical processes represent ~30 % ofthe total
computational cost of IFS (Weather Numerical
Prediction model)

Before - 1000 Seconds ~30%
With Al4Sim : 704 Seconds Gain
Simulation size
1,6 million IFS columns Traditional Simulation With Al4Sim Gain
Neural Network
CPUs based simulation 300s 300s Same time with higher precision
GPUs based simulation n/a 4s X75 time reduction with same

precision as CPU based
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Al will drive our SuperComputers
Too complex to be human handled

All Atos Smart Software Suites will generalize Machine
+20 Learning mechanisms to allow SuperComputers to be self
endpoints healing at scale

How hard will it be to optimize compute resources at the ;
+5K scale of a 10K nodes system? i\

nodes Al optimized Scheduling or Orchestration will rule the system ;i‘ ‘

5 Million reasons for your job to fail
+5|\/| Atos CDC will incorporate predictable maintenance mechanisms
into all Atos HW & SW components, offering best application and
system availability

component

ML enabled Smart Power Management Suite

W optimizes the power enveloppe to sustain the
gy maximum performance while reducing the power
budget
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A0S

Security by design
The Silicon Pearl

[
‘@ Unprecedented flexibility

Any scale & Exascale
@ Unrivaled efficiency
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BullSequanaXH3000 D4Zhe next-gen.hybrid HPC platform

Harness the power of Exascale

g
&2
T
o
s
W=
_—
v.h#.\
[ ]
[ ]




03. Strategize your Al
journey with ThinkAl

C.Bourrasset
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Atos High Performance Al Computing

Develop HPC & Al convergence
Accelerate Al workloads
Coupled Al into simulations applications

Develop Al Enable Al into numerical
Supercomputer Simulation workloads
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Deep learning models needs Al Supercomputing

In the last three years,
of parameters.

Two Eras of Compute Usage in Training Al Systems
100E+04

1.00E+02
Neural Machine

Translation
1.00E+00

1.00E-02

1.00E-04
Deep Belief Nets and
layer-wise pretraining . DQN
1.00E-06 "o

TD-Gammon v2.1 . BILSTM for Speech
1.00E-08 o LeNet-5
NETtalk , _ -~ °

RNN for Speech
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Source : Open Al
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to reach hundreds of billions

Natural language processing needs supercomputing

2021: OpenAl GPT3 175B param
2021: NVIDIA Megatron (GPT3/ 1T)
2022: Meta OPT 175B param
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Atos ThinkAl

Accelerate Al Computing for Industry and Research
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